
Random variables & probability models 
 
Objective 
(1) Learn the concept and meaning of random variables. 

(2) Learn how to define random variables & construct probability 

models. 

 
Concept briefs: 

* Random variable: A variable whose possible values are  
   numerical outcomes of some random process. Example: Let  
   X=the number of heads in 5 flips of a coin. Then the possible  
   values of X are {0, 1, 2, 3, 4, 5}. 
* Probability model: For a random variable X, the list of  

   probabilities associated with each possible value x is its   
   probability model. It is denoted !(#). 
* Expected value & SD: The expected value of a random variable  
   X is like its mean value. It is given by E(X)= #=∑# ∙ !(#). 
   The standard deviation of X is SD(X) = '∑(# − #))!(#). 
* Continuous random variable: Some random processes have  
   infinite possible outcomes, continuously distributed across  
   some numerical range. A random variable associated with such  
   a process is a continuous random variable. Example: The local  
   temperature recorded by a thermometer during a 24-hour  
   period. 
* Effect of arithmetic operations  



Random variables & expected values 
A Warmup 
Let's (once again!) toss a fair coin twice and see what we can 
learn.  This time we want to know how many heads we can 
expect, on average. 
(1) As a first step, what does your intuition say? 
(2) Now, let's develop a formal process that will work even when 
the problem gets much more complex. 
 
Let X be a random variable that represents the number of heads 
we can get in two tosses.   

(i) What are all the possible values of X? 
(ii) Find the probability of each value, and make a 
probability model for X. 
(iii) Find E(X) using the probability model. 
(iv) Find SD(X). 

 
 
 
 
Some answers: 
The probability model is shown. 

E(X) =∑# ∙ !(#) 
 = 0*1/4 + 1*1/	2 + 2*1/4 
 = 1 
 
SD(X) ='∑(# − #))!(#) 
with  #= E(X) 
 

   = '(0 − 1)2(1/4) 	+ 	(1 − 1)2(1/2) 	+ (2 − 1)2(1/4) = 1/√2 
 

X P(x) 

0 1/4 

1 1/	2 

2 1/4 



Another Warmup 
What is the expected value of the outcome if I roll a die once.  
Assume standard, 6-sided, fair die.  
(1) Intuition? 
(2) Formal: Let X be a random variable that represents the 
outcome.  Make a probability model for X and compute its 
expected value. 
 
 
 
 
E(X) = ∑# ∙ !(#) 
 = 1*1/	6 + 2*1/6 + 3*1/6 + 4*1/	6 + 5*1/6 + 6*1/6 
 = 3.5 
 
 
 
SD(X) ='∑(# − #))!(#) 
 
with  #= E(X) 
 
 
 
 
 
 

 
SD(X) =   '(1 − 3.5)2(1/6) 	+ 	(2 − 3.5)2(1/6)	+ ⋯+ (6 − 3.5)2(1/6) 
 
    = 1.7078 
  

X P(x) 

1 1/6 

2 1/6 

3 1/6 

4 1/6 

5 1/6 

6 1/6 



Example 
A card game: You draw a card at random from a deck. If you get 
a red card, you win nothing. If you get a spade, you win $7. For 
any club, you win $15, plus an extra $25 for the ace of clubs. 
(a) Create a probability model for the amount you win. 
(b) Find the expected amount you’ll win. 
(c) Find the standard deviation of the amount. 
 
Solution 
(a) Let X=random variable that represents the amount I win. 
The possible values of X are:  
 $40, $	15, $7, $0 
The probability model is shown in the 
table. 
Reasoning: I win $40 if I get the ace of 
clubs. There is only one such card in a 
deck of 52. Hence the probability of $40 is 1/52. There are 12 
more clubs in a deck. Hence the probability of $15 is 12/52. Etc. 
 

(b) E(X) = ∑# ∙ !(#) 
 = 40*(1/	52) + 15*(12/52) + 7*(13/52) + 0*(26/52) 
  
 

(c) SD(X) = '∑(# − #))!(#)     with  #= E(X) 

 =6(40 − 5.98)
2 9 :;)< +	(15 − 5.98)2 9

:)
;)< + (7 − 5.98)2 9

:>
;)< +

(0 − 5.98)2(26/52)
 

 = √59.1727 
  
  

X P(x) 
$40 1/52 
$15 12/52 
$7 13/52 
$0 26/52 

= $5.98 

= $7.6924 



Effect of arithmetic operations 
What does that mean 
Suppose X is some random variable (e.g., # of heads when we 
toss a coin twice). We know that its mean is E(X)=	#=	∑ # ∙ !(#) 
and SD(X)=	'∑(# − #))!(#). 
Now, suppose we add a constant c to each value of X, what effect 
does it have on the new E(X) and S(X)? 
Alternatively, if we multiply every value by c, what is the effect? 
 
Addition 

Mean:  E(X+c) = c + E(X) 
Variance:  Var(X+c) = Var(X) 
Standard deviation: SD(X+c) = SD(X) = square root of variance 

Moral: Addition affects the mean, but not the variance or SD. 
Multiplication  

Mean: E(c*X) = c*E(X) 
Variance:  Var(c*X) = c2 * Var(X) 
Standard deviation: SD(c*X) = |c|*SD(X)  
           = square root of variance 

Moral: Multiplication affects all the summary stats. 
 
Similarly, it is sometimes necessary to add/subtract two different 
random numbers, say, X, Y. Here is the effect that has 

Mean: E(X+Y) = E(X)+E(Y);  E(X-Y) = E(X)-E(Y) 
Variance: Var(X±Y) = Var(X)+Var(Y) 
 [note that variances always add, even for X-Y] 
Standard deviation: SD(X±Y)= square root of Var(X±Y) 

  



Example 
Let X, Y be two random variables, and suppose we are given 

E(X)=6,  SD(X)=	2,  E(Y)=50,  SD(Y)=	12 
Find the expected value and standard deviation of each of the 
following: 
(a)  X - 10 
(b)  -3Y 
(c)  X+Y 
(d)  X-3Y 
Solution 
(a)  E(X-10) = E(X) - 10 = - 4 
 SD(X-10) = SD(X) = 2 
(b)  E(-3Y) = -3*E(Y) = -150 
 SD(-3Y) = |-3|*SD(Y) = 36 
(c)  E(X+Y) = E(X)+E(Y) = 56 
 VAR(X+Y) = VAR(X)+VAR(Y) =22 + 122 = 148 

 SD(X+Y) = 'VAR(X + Y) = √148 = 12.1655 

(d)  E(X-3Y) = E(X) - 3*E(Y) = 6 -3*50 = -144 
 VAR(X-3Y) = VAR(X) + VAR(3Y) = 22 + (3*12)2 = 4+1296 

 SD(X-3Y) = 'VAR(X − 3Y) = √1300 = 36.0555 

 
 








